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Editorial 

 
 
In this issue, O. Soliman, R. Sarker and S. Zahir have contributed a techinical paper on Fuzzy 
Goal Programming Model with Parametric Analysis for Regional Sustainability Development 
under Climate Change: A Case of Agriculture Sector. We are delighted to be publishing this 
paper here for Bulletin readers. We have provided a report from the ASOR past president 
Associate Professor Baikunth Nath and some photographs from ASOR annual conference held in 
Melbourne on 3-5 December 2007.  
 
I am pleased to inform you that the electronic version of ASOR Bulletin is available at the ASOR 
web site: http://www.asor.org.au/. Although the electronic version is prepared as an HTML file, for 
technical reasons articles posted in PDF format.   
 
ASOR Bulletin is only national publication of ASOR. I would like to request all ASOR members, 
ASOR Bulletin readers and OR organizations in the country to contribute to the ASOR Bulletin. 
The editorial policy is available either from the Bulletin web site or from the inside back cover of 
the Bulletin. The detailed instructions for preparing the manuscripts is available in the URL: 
http://www.asor.org.au/ and http://www.itee.adfa.edu.au/~ruhul/asor.html 
 
Address for sending contributions to the ASOR Bulletin: 
 
 

Dr Ruhul A Sarker 
Editor, ASOR Bulletin 
School of ITEE, UNSW@ADFA 
Northcott Drive, Canberra 2600 
Australia 
Email: r.sarker@adfa.edu.au 
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FUZZY GOAL PROGRAMMING MODEL WITH PARAMETRIC 
ANALYSIS FOR REGIONAL SUSTAINABILITY DEVELOPMENT 

UNDER CLIMATE CHANGE: A CASE OF AGRICULTURE SECTOR  
 

Omar Soliman1, Ruhul A Sarker1 and Sajjad Zahir2  
 
Abstract 
 
Regional sustainability development (RSD) is a development strategy for efficient use of scarce regional 
resources. RSD comprises multiple, conflicting and often non-measurable goals such as economic, environmental 
and social goals. These goals may be affected by climate change due to global warming. In this paper, we present 
a fuzzy goal programming (FGP) model to evaluate RSD in the agriculture sector under various potential climate 
change scenarios. It deals with conflicting objectives by employing fuzzy set theory for setting priorities for the 
objectives. A solution methodology of the FGP model is presented. The proposed FGP model is more flexible 
than conventional goal programming as it is capable of providing different alternative policies based on degree of 
uncertainty as defined by a set of parameters. These parameters correspond to the attainment problem of a stable 
α-optimal solution. In addition, the proposed RSD model introduces fuzzy goals (aspiration levels) for objectives 
in order to represent uncertainties associated with various climate change predictions. 
 
 
1. INTRODUCTION 
 
Most real life decision making (DM) problems involve multiple objectives. These objectives are 
generally non-commensurable and conflicting [7, 24]. The problems with multiple objectives are 
classified as multi criteria (objective, performance, measure) decision making problems (MCDM) in the 
operations research literature. There is no single optimum solution for these problems but a set of 
alternative efficient solutions which are called Pareto optimal solutions (non-inferior or non-dominated 
solutions). Goal programming (GP) [9, 10] plays an important role in solving real world problems with 
multiple conflicting goals. GP can solve a multi criteria decision making problem under different 
measures by transforming the decision model into a satisficing model with a given priorities structure. 
This special feature of GP allows the decision maker to incorporate organizational and judgmental 
considerations into the model through the determination of aspiration levels and their priorities. So, it is 
often called a promising technique. The main features of GP are the interactions with the decision 
makers at the initial stage of model development, and optimal solutions that satisfy real life situations. 
 
The goals of the decision maker could be fuzzy in nature [1, 3, 8, 27, and 28]. This is due to the fact that 
a lot of information about the problem is either vague or not known with certainty at the time of 
modeling. Deterministic modeling approach would not work well for such problems. Integration of 
fuzzy set theory [23, 13, 15, and 18] with GP model will make it more realistic and sophisticated than 
the conventional (deterministic) GP approach and help the analyst to incorporate vagueness and 
uncertainties into the model from real life problems.  So the aim of this paper is to develop a fuzzy goal 
programming (FGP) model for climate change impacts assessment on RSD in agriculture sector.  

                                                           
1 School of ITEE, UNSW@ADFA, Northcott Drive, Canberra, Australia, Email: o.soliman@adfa.edu.au 
2 University of Lethbridge, Lethbridge, Alberta, Canada, Email: zahir@uleth.ca 
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The rest of this paper is organized as follows. An overview of RSD and climate change is introduced in 
section 2. Model formulations for RSD under climate change are introduced in section 3. The solution 
methodology is presented in section 4.  The last section is devoted to the conclusion and future work. 
 
 
2.  BACKGROUND: RSD AND CLIMATE CHANGE 
 
The issue of RSD has been considered in respect of three broad headings of economic, social and 
ecological concerns in a demarcated geographical area [2]. The economic aspects are related to income, 
production, investments, market developments, price-formation, and other. The social concerns refer to 
distribution and equity considerations, such as income distribution, access to markets, wealth and power 
positions of certain groups or regions. The environmental dimensions are concerned with quality of life, 
resource scarcity, pollution and related variables. Clearly, the above mentioned three classes of 
variables are strongly interlinked, but they, to a certain extent, are also mutually conflicting. Putting 
more emphasis on a higher availability of one category tends to reduce the availability or usability of 
either or both of the other two.  
 
The climate system is highly complex consisting of five major components: the atmosphere, the 
hydrosphere, the cryosphere, the land surface and the biosphere. These components interact together 
and affect the climate system as a result of their interaction. The climate system evolves in time under 
the influence of its own internal dynamics and because of external forces such as volcanic eruptions, 
solar variations and human-induced forces that change the composition of the atmosphere and land-use 
[11].  The change in the climate system (i.e., climate change), refers to a statistically significant 
variation in either the mean state of the climate or in its variability, persisting for an extended period of 
time (typically a decade longer). Climate change may be due to natural internal processes or external 
forces, or to persistent anthropogenic changes in the composition of the atmosphere or in land use [11].   
 
If global warming occurs as projected, its effects will not only directly impact the land and water 
resources, but also how technology, economies, and societies change over time. This complexity 
represents a significant research challenge indeed. However, the potential impacts of global climate 
change are too widespread to ignore, despite many uncertainties associated with their projections. This 
kind of challenge needs an integrated approach [14, 16, 17, 19], with stakeholders and scientists 
working together and sharing their knowledge and experiences. While studying climate change impact 
assessments for RSD, two essential questions need to be addressed [25]: what are the impacts of climate 
change scenarios on various RSD goals/indicators and what are the effects of various response options 
available to reduce the adverse consequences of climate change on RSD? A number of research works 
studying climate change impact assessment and regional sustainability development have been reported 
[5, 12, 20, 21, 22, and 26].  
 
 
3. FGP MODEL FOR RSD AND CLIMATE CHANGE  

 
In order to evaluate RSD under climate change using FGP, various goals should be specified including 
economic growth, resource sustainability, environmental quality, and social stability. These goals 
should reflect the impact of climate change on the RSD. Different indicators are used to link and assess 
economic, social and environmental impacts of climate change. These indicators may include economic 
return, energy development and transportation economics; sustainable resource production, water 
balance, and forest coverage enhancement for sustainability of resource use; wildlife habitat protection, 
soil erosion control, green-house gas (GHG) emission reduction and air quality for environmental 
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impact; and community stability for social impact. These goals are fuzzy in nature due to missing, 
vague, ambiguous or uncertain nature of information.   
 
Economic activities of land use in the agricultural sector include the production of wheat, barley, oats, 
canola and other crops plus livestock, poultry and fish.  These crops and forage might be grown only in 
certain sub-regions based on the topology of the land and climatic conditions. The relationships 
between climate change impact assessment and regional sustainability need to be incorporated in the 
structure of the model by clear articulation and reconciliation of objectives/goals and decision variables.  
 
Economic activities of land use are represented as decision variables in the FGP model; regional 
sustainability development indicators are represented as fuzzy goal constraints, where system 
constraints include area of land use, water resource, water balance, labour resource, and fertilizing 
resource constraints.  
 
The notations used are as follows: 
x   is area of land use;  xj  is area of land use for the jth crop .  
Rj          is net production return for the jth crop, and      jjjj CypR −=   

where:  
Pj  is market price of the jth crop.  
yj  is yield  of the jth crop . 
Cj  is unit cost of production of the jth crop, including variable and fixed costs: labours, 

fertilizer, and investment cost, jjjjjjj IcFcPOcNcLLcC ++++=  
 Where: Lcj is labor cost  per man of the jth crop ;   Ncj , POj ,Fcj   are fertilizer costs of  

nitrogen , potassium and phosphors for  the jth crop, respectively; Icj  investment 
amount to  the jth crop. 

Ej              is soil erosion for the jth crop. 
WC      is the water cost, WC =   Csw Sw + Cgw Gw, 
  Where: Sw and Gw, are surface water and groundwater volumes availability, Csw and Cgw  are 

the unit costs of surface water and groundwater.  
NIj  is average net irrigation water required for the jth crop, ERFPLPETkcNI jjj −+=  
            Where:  Kcj = crop coefficient of the jth crop; PET is potential evapotranspiration;  

PL j   is percolation loss for the jth crop; REF is effective rainfall. 
Lj  is no. of man days for the jth crop. 
Nj  is nitrogen required for jth crop.  
θ           is Fraction of rainfall as percolation loss,  
λ is irrigation efficiency of surface water  
µ  is field water efficiency of groundwater 
ER        is expected rainfall    
GA       is gross command area  
EGw    is evaporation loss of groundwater 
CGw    is groundwater consumption in domestic, industrial and other sectors 
CGw    is groundwater consumption in domestic, industrial and other sectors 
LGw     is Permissible mining allowance level of ground water  
POj  is potassium required for jth crop.  
Fj  is phosphorus required for jth crop.  
TL        is total labours availability. 
TN  is total nitrogen availability in the area. 
TPO  is total potassium availability in the area. 
TF  is total phosphorus availability in the area. 
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~ and ,~ ,~ BBB are fuzzy goals (target levels or aspiration levels); b is the total area of land use;  
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4.  SOLUTION METHODOLOGY   
 
4-1. Uncertainty handling:  
 
In order to handle the uncertainty in the above model, the membership function of the fuzzy goals 
(aspiration levels) iB~ should be determined by gathering the information about fuzzy goals include 
lower and upper bound,  and tolerance of change for each fuzzy goal.   
 
Let Bmin

i , Bi
max  and iB  are lower bound, upper bound and the most desirable values of the i-th fuzzy goal 

respectively.  The degree of achievement of the i-th fuzzy goals is categorized as follows: fully 
achievement if ( iB~ = iB ) , no achievement  if ( iB~ ≤ Bmin

i  and  iB~  ≥ Bi
max  ) and partial achievement if 

iB~   within the interval ( Bmin
i , iB ) or ( iB , Bi

max  ). 
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The membership function of each fuzzy goal iB~   is defined as follow: 
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where  Δi  is chosen by  the decision maker, usually expected to be in terms of unit changes in the 
aspiration levels (fuzzy goals) , Δi can be defined as :  

Bi  B = BBi iii
minmaxΔ −−=  .  

 
The fuzzy goal programming problem (FGP) is transformed to a non fuzzy α- goal programming 
problem (α-GP) by using  the α-level set as follows :  
 
The α-level set of the fuzzy number iB~ is defined as the ordinary set: 

⎭
⎬
⎫

⎩
⎨
⎧  .... ,  , = ,   ≥ m , i BB) = B(L iBii i

21)( αμα  for which the degree of their membership functions 

exceeds the level α∈[ 0 , 1 ]  . 
 
At a specified degree of α∈[0, 1] the problem FGP is transformed to a non-fuzzy α- goal programming 
model (α- GP), by adding the following constraints to the FGP model:  

B i   ∈  Lα ( iB~ ),   i= 1, 2 , ... ,  m ,  
 
4-2.  Goals priority setting  
 
In order to assign goals priority based on the concept of conflict and non conflict among goals and 
concept of the theory of fuzzy sets as follows:  
 
Let (Cil  ,Ci2    , ... , Cin ) and  (Cj1, Cj2  , … , Cjn  )  be the gradients of the goals Gi and Gj respectively.  The 
angle θij between Gi and Gj can be defined as follows: 
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The function of non-conflict between Gi and Gj can be defined by using the concept of the theory of 
fuzzy sets as follows: 
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The degree of non-conflict between Gi and Gj in the above function can be categorized as, the zero 
degree of non-conflict (fullest conflict) if (θij = π), i.e the corresponding gradient vectors lie in the 
opposite direction of improvement and the fullest degree of non-conflict (no conflict) if (θij =0) , i.e. 
their gradient vectors have the same directions of improvement . 
 
The degree of non-conflict among the goals obtained from the above function   can be arranged in the 
following symmetric matrix: 

 
          G1         G2       …        GK 
       
        G1                1         ηG1G2      …      ηG1Gk 
         
        G2              ηG2G1           1      …      ηG2Gk                                      
        :              :           :                : 
        Gk             ηGkG1     ………                1 
 
 
The total amount wi   can be calculated from the above matrix as follows: 
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The numerical quantities of wi are ranked and these ranks are used as the priority level. And also, they 
can be interpreted as the total amount of support the goal Gi gets from all other goals. 
 
Apply the iterative approach [4] and let Pi be the attainment programming problem corresponding to 
the goal i which is a single objective programming problem and we can use any suitable techniques for 
solving it and Pi can be defined as follows: 

                    

      , ... , 2 , 1 =          0 ,                                        

                                                           , ... , 2 , 1 =         ~                                   

        ,  ... , 2 , 1 =                                                 

) (P2                                1- , ... , 2 , 1 =            =                                  

        , ... , 2 , 1 =                         

 

)       Minimize      :

ij d jd j

ij)B(Lα  B j

srbr (x) hr

irS*rd rd r

i rBr   d r - d r(x)   g r

toSubject
d id i S i Pi

j

≥+−

∈

≤

++−

=+−+

++−=

 



                                                                                                                    ASOR Bulletin, Volume 27 Number 1, March 20088  

Where , and +−
jj dd  j = 1, 2 …, i.. are negative and positive deviational variables respectively; hr(x) ≤  

br,  r = 1 , 2,  …, s  are the system constraints for area of land use, water resource, water balance, labour 
resource, and fertilizing resource constraints; and )~( jBLα , j= 1, 2 , ... ,  i is the α-level set of the fuzzy 

goal  jB~ , and Sr
*  is  the optimal value of the previous  attainment problem Pr . 

 
The goal at the first priority level should be satisfied first and then the goal in the second priority level 
and so on. Note that the solutions of the problems with higher priority levels must be considered as 
constraints in all the sub-problems of lower priority levels.  
 
4.3  Parametric Analysis: 

The parametric programming [ 29 , 30 , 33  ] problem corresponding to the problem  α- LGP can be 
defined as follows : 
 
α-LGP(ω) : 
 

Goal 1  :       g1 (x)   =  B1    , 
Goal 2  :       g2 (x)   =  B2    , 

        :               :             :     (P3) 
Goal m  :       gm (x)  =  Bm , 

subject to : 
  hr (x)  ≤  br          ,    r = 1 , 2,  … ,  s , 
           ω0

i  ≤    Bi   ≤   ω1
i       ,i.=1 , 2  , … , m 

  xj   ≥   0   , j = 1 , 2 , … , n 
where ω0

i , ω1
i     are parameters . 

 
Consequently, The parametric programming problem Pi (ω) corresponding to the problem Pi  can be 
defined as follows: 
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where  ω0
Lj , ω1

Lj   are parameters . 
 
The stability set  of  first kind is defined as :  Suppose that ( X* , B* ) be the α-optimal solution of the 
problem  α-LGP , then the stability set of the first kind of the problem  α-LGP(ω) corresponding  to the 
solution ( X* , B* )  can be defined as follows : 
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S ( X* , B* ) = { ω : ( X* , B* )  is an α-optimal solution of the problem α-LGP(ω) } . 
 
By using Kuhn-Tucker conditions we can obtain a subset W( X*, B* ) of S ( X* , B* )  in the following 
manner : 

 
First : write all constraints  of the problem  Pi (ω)  in the form : 

θj(x  , B  , d -  , d +, ω  ) ≤ 0 , j = 1 , 2 ,  …, N . 
 
Second : formulate the kuhn-Tucker condition :  
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Condition (1) and (2) represent a polytope W(λ) , and any one of the extreme points (vertices ) could be 
easily generated by using any algorithm based on simplex method  or any suitable techniques ,  then  W 
( X* , B*) = {ω : λ satisfies  Kuhn-Tucker condition (3) }  . 
 
4-3.  Proposed Methodology. 

The solution procedure of the proposed algorithm is summarized in the following steps: 
Step 1: Determine Bi

min   and  Bi
max   for each fuzzy goal.   

Step 2: Construct the membership function.  
Step 3: Determine α∈[0, 1]. 
Step 4: Construct the α-level set )~( jBLα . 

Step 5:  Construct the α-GP problem. 
Step 6: Set goals priority level. 
Step 7: Apply the Iterative approach; find the optimal solution of the attainment   programming 

problem (P2) by using any suitable technique, the optimal solution is the solution of the 
problem α-GP. 

Step 8 : Formulate the parametric programming problem (P4) and Kuhn-Tucker conditions . 
Step 9 : Determine the vertices of the polytope W(λ) and the  subset W ( X* , B*) 

by solving the Kuhn-Tucker conditions at the α-optimal solution. 

Step 10: Stop. 
 
4- 4.  Numerical Example. 
 
Due to unavailability of data a simple example is used to demonstrate the use of the proposed 
algorithm.  
 
Find xj such that the following fuzzy goals are satisfied as possible: 
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FLGP: 

Goal 1:    80 x1    +   40 x2    =   
~
B 1         

Goal 2:          x1                     =   
~
B 2          

Goal 3:                           x2    =   
~
B 3           

              x1, x2   ≥   0   .    

Where the three goals 
~
B 1, 

~
B 2  and  

~
B 3   are fuzzy goals, whose membership functions can be defined 

as follows : 
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At a certain degree of  α =  0.9  we obtain that the  α-level set as follows : 
L0.9   = { (B1 , B2 , B3 ):   629    ≤    B1    ≤ 631, 
       5.8    ≤    B2   ≤  6.2 , 
    3.8    ≤    B3   ≤ 4.2 } 
And the  α-LGP problem  can be defined as follows : 
0.9-GP : 

Goal 1:   80 x1    +   40 x2   =    B1        
Goal 2:        x1                    =    B2        
Goal 3:                          x2  =     B3        
Subject to:  

         629   ≤    B1  ≤  631            
          5.8   ≤    B2   ≤   6.2           
                   3.8   ≤    B3   ≤  4.2           

   x1 , x2   ≥   0   .    
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∑ ∑

∑

= =

==
n

k

n

k
jkik

n

k
jkik

ij

CC

CC

1 1

22

1cosθ  

 
Cos θ12 =   80 / 30 10         ⇒      θ12 = 32 0 

Cos θ13 =   40 / 30 10          ⇒      θ13 = 65 0 
Cos θ23 =    0 / 1           ⇒      θ23 = 90 0 

 

GiGj

ij

ij
ij

ij

η

θ = 0

π − θ

π
0 ≤ θ ≤ π

θ = π

=

⎡

⎣

⎢
⎢
⎢
⎢
⎢

1

0

 

⇒  η12   =  148 / 180  ,  η13   =  115 / 180  ,  η23   =  90 / 180,  
The non-conflict matrix A can be constructed as follows: 
       G1            G2       G3 
       
        G1                1           148/180      115/180 
         
        G2  148/180        1             90/180                                      
A =             
        G3           115/180       90/180          1 
 
 
It implies that: 
 W1 = 0.82  ,  W2 = 0.77  ,  W3 = 0.71  . 
 
Based on values of Wi   :  G1 assigned first priority, G2 assigned second priority, G3 assigned third 
priority.   For the goal(s) at first priority level formulate the following the single objective problem:  
0.9- GP: 
P1  : Minimize     S1  = dd +−

1  + 1  

 Subject to: 
80 x1    +   40 x2     +   d-

1    - d+
1      =   B1             

x1                            +    d2  - d2
+− =    B2             

                       x2    +    -   3 3
− +d d  =    B3               

           629  ≤    B1   ≤   631          
           5.8   ≤    B2   ≤   6.2            
                     3.8   ≤    B3   ≤  4.2            

   d-
1 , d+

1 , d-
2 , d+

2 , d-
3 , d+

3 , x1 , x2   ≥   0    
 
The α-optimal solution corresponding to P1 is 
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S1
*
 = 0  ,  X* = ( x1  ,  x2 ) =    (5.9 , 3.95  )  ,   B* = ( B1 ,B2, B3) = ( 630 ,  5.9 ,  3.95  )  

) 3 , 2  , 1  ( = * dddd −−−−   =  (0 ,  0.1 ,  0.05  ) ,  ) 3 , 2  , 1  ( =* dddd ++++  = (0,  0 , 0 ) 

 
For goal(s) at second priority:  
P2  : Minimize     S2  = dd +−

2  + 2  

 Subject to: 
80 x1    +   40 x2     +   d-

1    - d+
1      =   630            

x1                            +    2  - 2 dd +− =    B2             

                       x2    3 - 3  + dd +−  =    B3   

           1  - 1 dd +−  = 0  

 629  ≤    B1   ≤   631          
           5.8   ≤    B2   ≤   6.2            
                     3.8   ≤    B3   ≤  4.2            

   d-
1 , d+

1 , d-
2 , d+

2 , d-
3 , d+

3 , x1 , x2   ≥   0    
 

The α-optimal solution corresponding to P2 is:  
 S2

*
 = 0.025,  X* = ( x1  ,  x2 ) = (5.975 , 3.8  ),   B* = ( B1 ,B2, B3) = ( 630 ,  5.975 , 3.8 ).  

) 3 , 2  , 1  ( = * dddd −−−−  =  (0 ,  0.025 ,  0.2  ),  ) 3 , 2  , 1  ( =* dddd ++++  = (0, 0, 0 ).  

This α-optimal solution for α-GP problem, where the first goal is fully achieve, the second and third 
goals are partially achieve.  
 

Parametric Analysis : 
 
The parametric programming problem corresponding to the problem 0.9- LGP is defined as follows : 
0.9-LGP(ω) : 

 minimize  S  = 082 1 1 2 2 3 3. ( (− + − + − +d d d d d d +   ) + 0.77 (  +   ) +  0.71  +   )  

 subject to 
80 x1    +   40 x2     +   d-

1    - d+
1     =    B1  , 

x1                            +   2 2
− +d d -    =    B2 , 

                       x2    +    -   3 3
− +d d  =    B3 , 

    ω0
1   ≤    B1     ≤   ω1

1            , 
    ω0

2   ≤    B2    ≤   ω1
2         , 

      ω0
3   ≤    B3    ≤   ω1

3        , 
   d-

1 , d+
1 , d-

2 , d+
2 , d-

3 , d+
3 , x1 , x2   ≥   0   ,  

where  ω0
1  , ω1

1   , ω0
2  , ω1

2     , ω0
3  , ω1

3   are parameters . 
 
Write all constraints of the problem  0.9-LGP(ω)  in the form  :  
θj(x  , B  , d -  , d +, ω  ) ≤ 0 , j = 1 , 2 ,  …, N  ,  and assign for each constrain a multiplier λj  as follows :  
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P (ω) : minimize S  = 082 1 1 2 2 3 3. ( (− + − + − +d d d d d d +   ) + 0.77 (  +   ) +  0.71  +   )  

 subject to 
λ1    80 x1    +   40 x2     +   d-

1    - d+
1     -    B1     ≤     0     

λ2  - 80 x1    -   40 x2     -   d-
1    + d+

1     +    B1     ≤     0     
λ3          x1                       +    2  - 2 dd +− -    B2     ≤     0     

λ4       - x1                        -    2 2
− +d d +      -    B2    ≤     0      

λ5       x2    +    -   3 3
− +d d  -    B3    ≤     0        

λ6              - x2    -    +   3 3
− +d d  +    B3    ≤     0       

λ7          B1  -  ω1
1             ≤    0  , 

λ8                 - B1 + ω0
1             ≤    0    

λ9                             B2   - ω1
2             ≤     0  , 

λ10                - B2    + ω0
2            ≤    0   

λ11               B3   - ω1
3           ≤     0   

λ12                - B3  + ω0
3           ≤     0   

λ13         - X1   ≤     0    
λ14        - X2   ≤     0    
λ15        -   d-

1  ≤     0   
λ16        -   d+

1  ≤     0   
λ17        -   d-

2   ≤     0   
λ18        -   d+

2  ≤     0   
λ19        -   d-

3   ≤     0   
λ20        -   d+

3  ≤     0   
λ21          - B1   ≤     0   
λ22          - B2   ≤     0   
λ23            - B3    ≤     0    
 
Apply The Kuhn-Tucker conditions we obtain the polytop w (λ)  : 
  80 λ1   -  80 λ2  + λ3  -   λ4   -  λ13   = 0         
  40 λ1   -  40 λ2  + λ5  -   λ6   -  λ14   = 0         
        0.82     + λ1   -       λ2     -  λ15   = 0         
        0.82      - λ1   +      λ2     -  λ16   = 0         
        0.77   +       λ3  -  λ4   -  λ17       = 0         
        0.77   -       λ3  +  λ4   -  λ18       = 0         
        0.71   +       λ5  -  λ6   -  λ19       = 0         
        0.71   -       λ5  +  λ6   -  λ20        = 0         
        -λ1   +      λ2  + λ7   -   λ8  -  λ21  = 0         
      - λ3   +      λ4  + λ9  -   λ10   -  λ22  = 0         
      - λ5   +      λ6  + λ11  -   λ12   -  λ23  = 0         

 
The values of the multipliers λ1 ,  ..... , λ23   , are vertices in the polytope which satisfy the condition λj 
θj = 0  , j = 1 , 2 , .... , 23 are  λ1  =  1.001 , λ2 =  1 , λ3 = 0.77 ,  λ4  = 0.154  , λ5 =  0.71 , λ6 = 0.142 , λ7  
= 0.001  ,   λ10 =  0.77 , λ12 = 0.71 , λ15  = 0.821  , λ16 = 0.819 , λ18 = 0.154 , λ20  = 0.142  , and the other 
multiplier is zeros . Then 
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W ( X* , B* , d* ) = { ω  ∈ R6 : ω0
1  ≤ 630 , ω1

1   ≥  630, ω0
2  ≤ 5.975 ,   

   ω1
2  =  5.975  , ω0

3 = 3.80  , ω1
3  ≥  3.80   } 

 

5.  CONCLUSIONS AND FUTURE WORK 
 
In this paper, we propose a FGP model which employs the concepts of conflicting goals and fuzzy set 
theory for priority setting, to evaluate regional sustainability under climate change scenarios.  The 
different membership functions of the fuzzy goals are determined based on the choice of the degree of 
uncertainty (α), leading to different α-optimal solutions of the problem. It makes the approach more 
flexible and more sophisticated compared to familiar GP approach to the problem. In addition, it is 
capable to analyze and evaluate different impacts on regional sustainability development under the 
climate change scenarios with uncertainty. It provides an assessment to climate change impacts due to 
the degrees of uncertainty associated with various predictions of climate change by introducing fuzzy 
goals in the RSD model. Also, the set of parameters for the parametric problem corresponding to the 
attainment problem at the α-optimal solution and the level at which the α-optimal solution is still stable 
could be obtained.   
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